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Name :

1. Given the linear system of equations
201 — baxs =
3axy — To =

NI Qo

Find value(s) of a for which the system has no solutions. Find value(s) of « for which the system has an infinite
number of solutions. Assuming a unique solution exists for a given alpha, find the solution.

2. For what values of o does naive Gaussian elimination produce erroneous answers for this system

r1T + X2 = 2
ar; + 19 = 24«

Explain what happens in the computer.
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3. Show that the following equations are consistent if and only if, a = +1 or a = —1.
r + y + 2z = 1+ad?
r + 2y + 3z = —2a
r + 3y + 4z = —4da
x 4+ 2y + 2z = 2(1—a)

4. Apply naive Gaussian elimination to the systems of equations below and account for the failures.
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5. Consider
A= 0.780 0.563 b— 0.217 - 0.999 . 0.341
| 0913 0.659 | “lo2sa|°  *T | —1oo1r |° X7 | —o0o087 |

Compute residual vectors ¥ = AT — b and 7 = AZ — b and decide which of & and Z is the better solution vector. Now
compute the error vectors é = & —z and é = & — x, where x = [1, —1]7 is the exact solution. Discuss the implications

of this example.

6. Solve the system below using naive Gaussian elimination.

3r1 + 2x9 — b5x3 = 0
261 — 3xs + rz3 = 0
r1 + 4dxs — r3 = 4
7. Consider the systems of equations

201 + 4x0 — 2x3 = 6

T + 3582 + 4173 = 0
51’1 + 2.%2 = 2

and

27 + 3x9 = 8
-1 + 219 — z3 = 0
31 + 2z = 9

In each case, solve for x1, x3 and z3 using Gaussian elimination with partial pivoting. Show all intermediate matrices
and vectors.
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8. Prove that

e 2" < n! for every positive integer n with n > 4.

. 22’“ —ontl _9
k=1

9. How many storage locations are needed for a system of n linear equations if the coefficient matrix has banded structure
in which a;; =0 for |1 — j| > k+ 17

10. What is the appearance of a matrix A if its elements satisfy a;; = 0 when

° j<i—2

e j>i+1

11. Determine whether the matrices below are symmetric and strictly diagonally dominant.

72 0 4 2 6 P
A=1]3 5 -1 B=| 3 0 7 c[ . _3]
05 —6 -2 1 -3
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