Chapter 16 - Confidence Intervals for Proportions
16.1,16.2, & 16.3 A Confidence Interval

November 16, 2014

Confidence Interval is an interval computed from the sample data (statistic) that
has a probability, C, of producing an interval that contains the true value of the
population parameter.

(We have been finding intervals when applying the 68-95-99.7% Rule; however,
those were approximations.)

C = Confidence Level

Interval = Estimate + Margin of Error
(Estimate is the sample statistic)

95% confidence interval has 95% chance of including the parameter or in the long
run 95% of the intervals found will contain the population parameter.
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In Chapter 15 we learned that if the sample size, n, is large along with other
assumptions that the sampling distribution for p is approximately normal with
P4

mean, U b= P, and a standard deviation, o H =
n
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Confidence Interval for Population Proportion
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Remember that SE = P4 (The Standard Error) which we use since p is not
n
known. Margin of Error is ME = Z*SEﬁ =z ﬂ
n

16.4 Assumptions and Conditions

As in Chapter 15 Assumptions must be met, but once again we will check conditions
instead.

M Independence Assumption: The data values are assumed to be independent
from each other. We check three conditions to decide whether independence is
reasonable.

¢ Plausible Independence Condition: Is there any reason to believe that the
data values somehow affect each other? This condition depends on your
knowledge of the situation—you can’t check it with data.

¢ Randomization Condition: Were the data sampled at random or generated
from a properly randomized experiment? Proper randomization can help
ensure independence.

¢ 10% Condition: Is the sample size no more than 10% of the population?

M Sample Size Assumption: The sample needs to be large enough for us to be able
to use the CLT.
¢ Success/Failure Condition: We must expect at least 10 “successes” and at
least 10 “failures.”
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Choosing a Sample Size

If the Margin of Error is too big then the Confidence Interval will not be of much use.
One way to decrease the Margin of Error is to decrease the Confidence Level. Rarely
have Confidence Intervals with Confidence Levels below 80%. Confidence Levels of
95% and 99% will be more common.
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How else can the Margin of Error, ME =z, |[*=-, be decreased? How can the
n

variability of the sample proportion be lessened?

To find how large a sample size is needed to obtain a certain Margin of Error one of
the following formulas is used.

B If a previous proportion is known then that can be used for p* along with

* 2 * %k r
the formula: n=(21\)4# P* 1S 4 f'ﬁv'bhj fmf”f"fb\-\

B If a previous proportion is not known then the worst p’k could be is 0.5 and

2
z 0.5
the above formula becomes 7n =
ME

(To be safe with both formulas ROUND UP to the next integer!)
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